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Computer Security Threat Monitoring and Surveillance

February 26, 1980 - Revised: April 15, 1980

1.1 Introduction

This is the FTinal report of a study, the purpose of which was to improve
the computer security auditing and surveillance capability of the customer's

systems.

1.2 Backggound

Audit trails are taken by the customer on a relatively long term (weékly

or monthiy) basis. This data is accumulated in conjunction with normal

systems accounting programs. The audit data is derived from SMF recorxds.

collected daily from all machines in the main and Special Center. The
_data is temporarily consolidated into a single file ("dump" data set)

from which the various summary accounting and audit trail reports are

produced. After the various reports are generated; the entire daily

collection of data is transferred to tape. Several years of raw accounting

data from all systems are kept in this medium.

Audit trail data is distributed to a variety of individuals for review;

a DAC for GIMS applications, activity security officers for some applica-
tions located under their purview, but the majority to the customers data
processing personnel! For the mést part the users and sponsors of a data
base or an application are not the recipients of security audit trail

data.



Security audit trails can play an important role in the security
program for a computer system. As they are presently Structured;

they are useful primarily in detecting unauthorized access to files,
The currently collected customer audit trails are designed to detect
unauthorized access to a dataset by user identifiers. However, it

is evident that such audit trails are not complete. Users (par:icularly
ODP "personnel" with direct programming access to datasets) may operate
at a level of control that bypasses the application level auditing ang
access controls. In other systems, particularly data management
systems, the normal mode of access is expected to be interactive.
Programmers with the ability to use access method primitives can
frequently access database files directly without leaving any trace

in the application access cohtrol and audit logs. Under the circum~
stances, such audit trail concepts can do little more than attempt

to detect frontal attacks on some system resource.

Security audit trails can play an important role in a security program
for a computer system. As audit trails are presently structured on
most machines, they are only useful primarily in detecting -unauthorized
access to files. For those computers which have no access control
mechanisms built into the primary operating systems, the audit trail
bears the burden of detecting unauthorized access to system resources.,
As access control mechanisms are installed in the operating systems;
the neéd for security audit trail data will be even greater; it will
not only be able to record attempted unauthorized access, but will be
virtually the only method by which user actions which are authorized

but excessive can be detected.

-



1.3

Summagx

In computer installations in general, security audit trails, if taken,
are rarely complete and almost never geared to the needs of the security

officers whose responsibility it is to protect ADP assets. The balance

‘of this report outlines the considerations and general design of a sys-

tem which provides an initial set of tools to computer system security
officers for use in their jobs. The discussion does not suggest the
elimination of any existing security audit data collection and distri-
bution. Rather it suggests augmenting any such schemes with infor-

mation for the security personnel directly involved.



2. Threats
2.1 Scope
In order to design a security monitoring surveillance system,
it is necessary to understand the types of threats and attacks
that can be mounted against a computer system, and how these threats
|
may manifest” themselves in audit data. It is also important to
understand the threats and their sources from the viewpoint of
identifying other data. It is also important to uﬁderstand the

threats and their sources from the viewpoint of identifying other

data sources by which the threat may be recognized.

To assist the reader, the following definitions are used in
this paper:
Threat:
The potential possibility of a deliberate unauthorized
attempt to: |
a) access information
b) manipulate information

c) render a system unreliable or unusable

Risk:
Accidental and unpredictable exposure of information, or
violation of operations integrity due to malfunction of hardware

or incomplete or incorrect software design.

Vulnerability:
-
, a
A known or suspected flow in the hardware or software design
or operation of a system that exposes the system to penetration

of its information to accidental disclosure.

VLVC/!,Lﬁ~u¢£V«/t-1 .



Attack:

A specific formulation or execution of a plan to carry

out a threat.

Penetration:

A successful attack; the ability to obtain unauthorized

(undetected) access to files and programs or the control state

of a computer system.



2.2

In considering the threat problem, the p?incipal breakdown of
threats is on the basis of whether or not an attacker is normally
authorized to use the computer system, and whether or not a user

of the computer system is authorized to use a particular resource

in the system. The cases of interest are shown in Figure 1,

Another view of the represeﬂtation of threats is shown in Figure 2,
This representation shows the protected resources surrounded by
rings of control and rings of "users". In some ways this represen-
tation is more useful for purposes of identifying where and what kind
of audit data might be of use in detecting the exercise of one of the

threats shown.

Gaining Access to the System - External Penetration

In the context of this report, the term "external penetration" is
not confined to the usual case of ah outsider attempting to gain
access to a computer resource in an organization of which he is not

a part., The term is meant to convey, in addition to the previous
case, the notion of an employee of the organization who has physical
access to the building housing the computer system but who is not

an authorized computer user. These cases are of general and specific
interest in that they represent in some ways the extremes of the pro-

blem of gaining access to a computer.

The true outsider has the most difficult task in some ways, if the
only means (terminals, RJE stations; etc.) of accessing a éomputer
are physically co-located with the computer in the same buildings,
Where access to computer fesources is granted through wire communica-
tions, the extérnal penetrator has a substantially easier task in

attempting to gain physical access. For those systems and networks
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FIGURE 1
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has merely to wire tap a communication line to effectively gain use

of the targeted system,

The individual with physical access to the building housing the
computer systems or jts terminals does not have to resort to sﬁch
exotic methods. However, it may be more difficult for such an
individual to gain access to use the system without attracting
attention. Whether or not this is true in any specific instance is in
part a function of how mature the insolation is and in particular,
whether or not there are many terminals for use of the computer

resourcese.

Ih the case of the user with physical access to the building hous-
ing the computer systems, there is a possibility of additional infor-
mation that may be useful to correlate for security purposes.

As an example, in those buildings that employ security logging or
building access systems that record the time and point of entry

and exit of all individuals, ‘it would be possibie for detected
security incidents to be correlated with individuals who could

conceivably be involved in the incidents.

In case of unprotected communication lines, there is opportunity for
individuals to attempt to gain use of computer systems by trail and
error attempts at logging on. Records of the log on attempts if
collected, would providé security officers with a substantial warning
of unauthorized activity, and identification of at least the

jocation from which unauthorized access is being attempted.



In most systems such data is noﬁ collecﬁed. This is because the
Systems are generally large with a large number of users, and
recording the presumed attempted logons would consume too many
Ssystem resources to warrant their acquisition.

In addition there is a potential problem created by recording in
the audit data unsuccessful logons if those logons contain the pPassword
or other user authenticator. The danger is that the audit trail
will contain partial 6r complete user authenticators or passwords
from legitimate errors made by authorized users as well as the un-
successful external penetration attempts. This is not to say such
data should not be collected, it is only to point out that in the

collection it is possible that a greater danger is created.

Auditing of attempted logons can include identificatioﬁ of the
terminal, the port through which the terminal is'cqnnected to the
system, and the claimed identity of the user and the like. If the
assets required it, it would be possible to trigger an immediate
exception report to the security officer or other operations personnel
if the number of unsuccessful longons from a given port number ex-
ceeded some threshold over time. The cost of this idea is the
additional complication of maintaining logon records or even extracts
from logon records on a per-port basis when the number of ports or the
number of potential users of the system is extremely large. Note that
the external penetrator threat translates into an internal threat

as soon as the installation access controls have been penetrated.

-]l



2.3

S 2.3.1

Internal Penetration

In many installations, the internal penetration is more freqﬁent
than external penetrations. This is true for a variety of reasons,
not the least of which is the internal penetrator has overcome a major
barrier to unauthorized access; that is, the ability to gain use of
a machine. Again for the purpose of identifying possible means of
detection through audit trails, three classes of users can be
identified. These are:

a. The masquerader

b. The legitimate user

C. The clandestine user
The user classes are shown in an order of increasing difficulty in
detecting their activity through audit trail data. The ability, to
detect activity of each category of user from audit data varies, in

some cases considerably; hence the breakdown.

The Masquerader

As indicated in the diagram, the masquerader is an internal user

by definition. He can be any category of individual; either an
external penetrator who has succeeded in penetrating the installation
access controls, or an employee without full access to a computer
system, or possibly an employee with full access to a computer system
who wishes to exploit another legitimate users identification and

password that he may have obtained.

This case is interesting because there is no particular feature to
distinguish the masquerader from the legitimate user. Indeed, with
possession of the proper user identifier and .password, he is a

legitimate user as far as the computer system is concerned. Masquerade



is interesting in that it is by definitién an "extra" use of a
system by the unauthorized user. As such it should be possible to
detect instances of such use by analysis of audit trail records
to determine:
a. Use outside of normal time
° b. Abnormal frequency of use
Ce. Abnormal volume of data reference

d. Abnormal patterns of reference to programs or

data

As will be discussed in the subsegquent section, the operative
word is "abnormal" which implies that there is some notion of what

"normal" is for a given user.

In attempting to‘detect masquerade, a surveillance system focuses

on the legitimate user as the resource being "protected". 1In other
types of surveillance the resouice being protected may be other elements
of the system such as devices, specific files and databases or programs

and the like.

Quite obviously the masguerader can have as his intent any of the
various stated purposes of penetration. Again, since his use of
a system will be extra, that is in addition to normal use by a user

of the same user number, this extra use can or should be detectable.

Legitimate User

The legitimate user as a threat to information resources is a case
of misfeasance in that it involves the misuse of authorized access
both to the syﬁtem and to its data. Since the user is authorized to

use the system, the audit trail records would not be expected to



exhibit any abnormal patterns of referente, logon times and

SO fqrth. It is for this reason that the degree of difficulty
in detecting "abnormal" use by a legitmate user of a system
is more difficult than the preceding case. There maybe no
"extra" use of resources that can be of help in detecting the

-

activity.

It must be recognized that small amounts of misuse of authorized
access would not be detected under any circumstance. As an instance,
if the authorized user misuses his authority slighty, to print
Snoopy calendars or to extract two extra records of data that he is
otherwise authorized to use, a statistically satisfactory method

of detecting such minor abnormalities is probably not feasible.

If the legitimate user makes use of his authorized access to refer

to or gain access to information that is normally not authorized

in the conduct of his job, the audit trail should be able to reflect
this. Similar;y, if the authorized user misuses his access to gain
large amounts of information by transferring many records or use

an "excessivé" amount of computer time, this too should be detectable.
Initially, it may not be possible to detect a difference between a
case of misfeasance and a masquerade. In general, it would be ex-
pected‘that the masguerade would show up as an anomaly in the time of
use of a system whereas misfeésance would show up by one or more of the
parameters total time used, or Aata transferred exceeding previously

established norms.



2.3.3 Clandestine User

The clandestine user is quite possibly the most difficult to detect
by nérmal audit trail methods. The assumption regarding clandestine
users is that the user has or can seize supervisory control of the
. machine and as such can either operate below the level at which
audit trail data is taken or can use privileges or system primi-
tives to evade audit trail data being recorded for him. As far
as most audit trail information is concerned, the clandestine user
is "the little man who isn't there". There is nothing that can
be done to detect this ﬁype of user unless he activates his
clandestine operations in a masquerade or as misfeasance of a
legitmate user that may then create individual records that show

up under those categories of use.

The clandestine user who effects a te;hnic$1 penetra;iqn to obtain
control of the most privileged state the computer system, is‘

not capable of being audited. Where the threat of such penetrations
is considered high it would be possible to augment the.internal
auditing mechanisms of the individual computer with external measure-
ments of busy or idle states of the CPU, the mémofy, secondary
storage and so forth, and from this additional data possibly (a

very weak possibly) detect "pure" phantom use.

2.3.4 Clandéstine User Countermeasures
The penetration issue is one which can be played measure - countermeasure
through what appears to be endless variations. What is really at the
heart of the difficulty of "defense" ig the fact that the penetrator

has a myriad of places to effect operating system changes that permit

=Y A



penetration. At a high level of sophisitcation, the penetrator

could temporarily alter the operating system to suppress audit
recording of what he's doing. Depending on a number of factors,

this is virtually impossible to detect purely.by analysis of the
internal audit records. It involves in looking for what isn't present.
However, if 4¢he operating system changes for the penetration are

only temporary, the changes could be detected, if the operating

system code is continuously compared in some fashion with a reference

version.

The security audit data is depeﬁdent to a large extent on the in-

tegrity of the origins of the audit trail records. The audit trails

are a centralized recording of information originally designed to

support billing and other accounting functions. To support security
surveillance, the ideal situation would be to provide independent

audit trails for each major componené of the machine, preferably

by a micro or other computer element associated with the device or devices

supporting the use of the system.

Independent audit trails for each major component or function of

a machine is dervived from the experience of auditing in networks.
It is clear that the suppression of audit records in a network
where a number of points must be traversed through the network

in ordér to affect the desired penetration, is virtually impossible
unless one subverted every component of the network from the point
of entry to the térget and possibly back again. In sophisticated
networks involving a transport layer, one or more systems as access
systems' and then serﬁer hosts, total control of all use recording
of all such affeéted elements would not be possible. Under any

circumstance, the distribution of recording among a number of



points in a system greatly compounds the difficulty for the
penetrator. In fairness, it must be pointed out that it also

compounds the work for the compilers and users of audit trail data.



3.1

3. Characterization of Computer Use

Introduction

The basic premise of this study is that it is possible to characterize
the use of a computer system by observing the various parameters avajl-~
able through audit trails, and to establish from these observations,

"normal" ranges for the various values making up the characterizations.

The Unit of Computer Work - The Job or Session

Considering the problem of characterizing use of a computer the first
issue that must be faced is what unit or units should be used to
represent how a computer is used. It appears that the most natural

unit of computer use is the notion of job in batch running or session

in interactive working. Both of these terms denote a continuous unit

or a single unit.of use of a computer with a well defined beginning
and a well defined end. The parameters that distinguish one unit

from another are the user identifiers on whose behalf they are operated
and the list of the program and (where available) data files entering

into the program.

It should be noted that if the resource being monitored is the file
or device that the notion of job or session as the principal parameter
of characterization may not make much sense. In these instances, a
list of references by user identifier or program (if such information
is available) is the principal parameters of characterization of

such use.



3.3 Time Parameters

There are basically 2 time parameters of interest that characterize
how a system is used for a particular job. The first of these is
the time of day (and in a larger sense the day of the week) that a
particular job or session is operated. For many jobs this time

of use is fixed within a fairly narrow range.

The second time parameter is the the duration of length of time

the job takes. While the fact that mést modérn systems are multi
pProgrammed and the elapsed real time for - job will vary accordingly,
it is still a measure that one would ordinarily expect to have

relatively little variability.

The time of day of the job initiation is one of the few use parameters
'with multiple values. Depending on the kind of user being characterized,
the time of initiation of a particular task or job will vary, perhaps
substantially. This is especially true in the case of interactive
working whe;e the choice of when to do a particular kiné of task is

totally up to the user under observation.

While system usage patterns can exhibit wide fluctuations from
one user to another, it is expected that individual users establish
patterns to their use of a system. It is these patterns that will be

disturbed by masquerades.

Further, it should be evident that the ability to discriminate
a particular indicdtor is a function of how *.<dely the‘individuéls

own pattern of use fluctuates from day-to-day, and week-to-week.



This is well illustrated by the example given below where the ability
to detect use of a resource outside of ‘normal' time cannot be
achieved if 'normal' time can be any hour of the day, any day of

the week.

Detection of. outside of normal times of use is relatively straight-
forward. 1Individual jobs (sessions, job steps, etc.) are sorted
on time of initiation and compared with previously recorded data

for the specific user.

The basic question to be faced is the granularity of the analysis
needed to detect 'out of time' use of a resource. For users exhibit-
ing little variability in their use of a system, a gross measure,
such as number of jobs (sessions, etc.), per quarter of the day

(0000 - 0559, 0600 - 1159, ... etc.) will be sufficient to discover
second or third shift use of a system under the name of the subject

under observation.

For another class of user, with considerable variability in time of
use, it may be necessary to recérd usage by the hour. Obviously,

if the 'normal' use is e&ery hour of the day,~th§ 'outside of normal
time' condition is not detectable. One would have to examine such
users further to determine whether the normal use extends

seven days a week, on holidays, through vacations, etc; Conceiv-
ably, 'normal' usage could extend through all of these periods.
Then, the 'out of normal time' condition would not be a useful

discriminant for that user.



Figure 2 shows the number of logons per hour for two different
days -(approximately 20 days apart) for a number of different users.
Users I, II, and IV exhibit consistent patterns of logon, while

users III and V exhibit more variability (in these two samples).



(LWD) uodog jo amojy

*aIH/suocbo]l Jo IdquUNN  °g 2anbTd

£ ¢ I £ 1 . £ 9 fl A

A [4 [{ £ 4 (4 ¢ v
L I |2 | T 1 £ £ £ { S 1 a \l
I I V1 1 R 1 g T v !

I 1 1 8 (4 {1
v v ~z v 11
¢ 2 ¢ 11 i |

R S A v
1 a 1

1 \'
ve €2 2z 1z 02 61 81 AT 9T ST VI €1 2% 1T 0T 6 8 ¢ 9 6 ¥ € ¢ 1 O 1081



If (for purposes of illustration) we assume that the 'A' data
is the average (or cumulative) experience with the user in question,
the variability in time of use could be scored by summing the squares

of absolute values of the difference, i.e.,

2 2
score = ‘(A. - B,)
=1+ 3

While not a particularly elegant measure, it does show for the several
users represented, those whose logon pattern exhibit greatest varia-
bility, which might be the result of masquerade. Depending on other

measures, those users might then become subjects of additional in-

vestigations.

The time of use abnormality scores for the five samples are:

User Score
I 0
II 8
III 107
v 11

v o 41
Depending on where the cutoff point is set for reporting, one

would expect to see 'III' and 'V' reported as being out of range.

In addition to the elapsed real time for a particular problem, we
can measure the actual computer time used on a particular problem.
This measure should not vary substantially, but a héavy system load
which causes programs to be swapped in and out frequently can in-
crease the elapsed running time for the problem. The increase

should not be significant unless there is some other reason.



3.4

Dataset and Program Usage

The parameters that can be measured in this area varies signifi-
cantly from one system to another. In some cases it is possible
to identify the number of records read and written to a particular
dataset or file while in another case on another system, the only
data reference information that would be available would be a total
number of pages transferred between a file system to a processor,
with no indication being given whether those pages we?e read or
written. These differences are a result of the fact that the
audit data is taken for accounting purposes rather than security
purposes, and as a consequence the kind of information that's
collected is driven by accounting interests rather than what one

would prefer for security purposes.

With regard to program usage the principal concern as far as security
audit goes is whether or not a program was referred to for execution
purposes or whether it is being read and written as data. This is
significant for a security viewpoint because of the fact of reading

and writing of programs as data is almost certainly a clue of penetra-
tion activity as opposed to normal system use. It must be understood
that the reading and writing programs as data does not mean the results
of compilation. Thus the principle data parameter for programs or

data files is the number of records read or written.



3.5

3.6

Monitoring Files and Devices

The preceding discussion focused on the monitoring of a particular
user identifier through the range of actions that the user identifier
is allowed to do include submitting jobs, use of system and so forth.
It is indeed the monitoring of system users that is the focus of the
preceding kihds of surveillance and monitoring techniques. When one
shifts the attention to monitoring a particular file or correspond-
ingly a device, the kind of information collected, how it is

collected and how it is used differs.

Group Statistics

While one could attempt to detect abnormal values of parameters
against all of the job records for a single user, it is believed
that better measures and better security can be obtained by grouping
the job records into sets having the property that each job or
session refers to the same set'of-files; that is, an identical set

of files.

The presumption is that the session or job referring to the same file.
sets can be considered to belong to the saﬁéwpopulation and will exhibit
similar statistical properties from run to run. An arbitrary deviation
of the norm for the user is a criterion for reporting a particular use
and generating an "abnormal volume of data" or an "abnormal (measure of
one of the parameters discussed above) exception". With no other data
available, if the observed statistic for a parameter is more than plus
or minus 2.58 standard deviations from the mean, it is out in the five

percent range and probably is worthy of examination.



The abnormal patterns of reference are determined simply by dis-
covery of file references that have not been previously encountered.
it tﬁe files referenced in a particular job are not identical to a
set previously seen, this should be reported as a new event. In the
section on the organization of a surveillance system, some of these

comments are illustrated with the results of a model system.



4. Structure of a Surveillance System

4.1 Introduction

This section outlines the functional components of a security
monitoring and surveillance system. It identifies the key programs
that will be required and considers a number of alternativeg in
implementing such a design. Figure 4 is a diagram of the cenﬁral
function of a surveillance system. It shows elements for the

automatic generation of security exception reports.

4.1.1 Monitoring of Users
The diagram, Figure 4, shows the major steps involved in producing
the monitoring‘aﬁd surveillance system déta files. The first step
is the selection of audit records affecting the element or elements
being audited. This step is includeé in the overall design on ﬁhe
premise that the ability to keep history records for a large number
of users will be storage limited. The second reason for including
this is the premise that most use of a system is benign and proper
and that for large populations, the bulk of the population is not
of interest to the security personnel at any one time. In practice,
a security office may have 50-100 "cases" in which they are interested.
Some of these caseé may be ﬁerely random selections from the total
user population to be audited for a period of time, not with the intent
of finding any wrong-doing, but with the intent of determining any

. possible wrong-doing.

4.1.2 Sorting Audit Recordés
The audit records selected in the previous step are then sorted on,

a user identifier, and then within that, job identifier, date, time
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and so forth. The purpose of the sort is to collect together all
records constituting a job. In most audit systems the job is
represented by a number of audit records; job initiation, job
termination, job execution, etc. The information of interest
may be distributed over all the different kinds of records.

The output o} the sort is used as input to a program that builds

session records.

Session Record Builder

Whether or not a session record builder is required, is a function
of the type of audit data that is collected and possibly the type
of system being empiéyed. The model constructed as part of the
project to determine the feasibility and the difficulty of doing
surveillance of this type was based on a‘time’sharing which‘pro-v
vidéd a variety of records that required‘processing of all the
records for a pafticular session in order to determine how much
input and output had occurred. Other sy#tems accumulate this
information and make it available as paft of a record identifying
the termination of a job or program or as part o? a program summary.
The need for this step is a function of the underlying audit recording

system for which it is built.

Surveillance Program

In some respects this is the heart of the system in that to performs
a variety of functions. 1In the prototvpe or quel system, the sur-
veillance system performs the following functions:

It accumulates ali instances of the same kind of job where job is
defined in this case as having same program and file reference set

involved (see 3.6). As it considers each job (or session) it

compares the parameters measured on a session; that is the connect



time, the number of input - output charactérs, the numbers of file
references, etc., against a set of absolute limits. The absolute
limit§ were arbitrarily chosen by taking statistics over a large mem-
ber of users and setting the limits such that it would cause an ex-
ception report if an individual session was unusual in and by itself.
In addition to the absolute limits, an individual session record is
subject also to the distribution test. Distribution tests are those
elements that are single values treated as samples, comparéd against
distribution represented by the mean and the standard deviations

of those means. If any of the parameters measured are greater than
2.58 standard deviations from the mean in either direction, the session
~record.is reported as an exception. After these two operations are
performed the session record is accumulated with all others like

it and statistics for the set are available. Nothing is done with
these statistics in prototype program. However, a similar measure
could be employed to say how does the mean of all of the indivi&ual
runs for this day compare wi;h the accumulated mean, etc. Finally
the history master record is updated with the session summary data

and the process repeated for the next set of session records.

In order to minimize file passes, the surveillance program recognizes
when a master record has not been updated in fifteen days. This is

an arbitrary time period established for the model program that is used
to keep the history file at a reasonable size. In the event it finds
such a record that has not been updated in fifteen days, it is removed
from the history records, and reported as a record dropped for lack

of activity.



Obviously with the records being aropped and added the other consider-
ation is that a previous history record does not exist for a par-
ticular user. In this case, new master records are created and insert-
ed in the correct place. No statistical reporting or distribution
tests are performed in this case, but the absolute limits tests are
recorded. In order to provide the security officer with some

notion of what is going on, an exception report item is created

for the session summary records that indicates that a new history
master record is being created, and the new master record is avail-

able for display as part of the exception reporting.
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4.2

The entire sequence outlined above of selecting records of interest
sorting them creating session summafies, updating master and the like
and Adding to the exception report is run once a day at the time the
accounting files are turned over. The_exception records are accume
lated until such time as the reports are actually prepared. A sample

of the reports from the model system are shown in figures 6,7,8 and

S.

Monitoring Files

Producing the records necessary to monitor use of files or other
objects in a system is similar to that outlined above for monitor-

ing users activities in a system. The principal difference is that

fact that the element being sorted is the 'file', and the records being

kept are on a per user basis. In some ways the files are a little
more complicated than the users éctivities files in that multiple
accesses to the same file in three or four different runs are to

be trgated in some sense differently, particularly in terms of the

amount of data read from or written to the target file.

The:file:or.device -monitoring may.require more than one pass of the
audit file in order to collect the necessary information. As an
example, if one wanted to record against a particular file, the

users identifier and the session statistics associated with that

reference to that file, it may be necessary to first pass the

audit data file looking for those user identifiers or cher session
iden;ifiers that are associated@ with its reference, make a list of
those and then on a second pass of the audit data file collect the
session records necessary to produce session summary statistics

to be ;ecorded against the file name. An example process flow

is shown, Figure 5. Quite obviously these procedures vary
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as a function of the details of the type of audit trails being
taken and the kind of monitoring that one attempts to perform

on the specific objects.



S. Adapting to SMF Data

5.1 Relevant SMF Records

The principal SMF records of use in performing the kind of auditing
discussed in the preceding sections are record types.4, 5, 6, 10, 14,
is, 17, 18, 20, 25, 26, 34, 35, 40, 62, 63, 64, 67, 68, 69, 80 and 8l.
Ordinarily, these record types would be the records making up the
details of a particular job or use of a computer. In producing the
-audit flow, selection parameters such as user names can be used to
extract all audit trail data with that user name associated with

it to provide input to the audit record sort step which collects
together in one place all record types associated with a particular
job or use of a computer; The output of sorted job records is

used as input to a job summary or session summary record builder.

It is the summary record builder program that would provide the
essential information from which the audit history records would

be created and maintained.

When dealing.with SMF, one is overwhelmed with data, a good deal
of.it.not necessarily useful for security audit purposeé. A basic
audit history record is shown in Figure 10. This record.is the one
used in the model program. The individual data items are self-explana-
tory for the most part. The items indicated in square brackets

are additional information available from SMF records that was not

available in the accounting data in the model system.

Where the record shows sessions, one could substitute the notion
of jobs; aside from that, the history records characterize a particular

use of the computer system in which the model was being developed.



FIGURE 10

Data Item , Comments
USERID
(30BID) .
File/data set list List of data sets referred to in
. this job (session).

[Number of read/writes to
each data set]

Total number of runs (sessions)

to date

Frequency count of logons (job Counted by quarter of day; other
run times) to date distributions are possible.

Date of last update - Used to determine when to purge

audit history record.
Total number of updates

Total to date of:

. CPU time

. I/0 operations

. Connect time (job turn- Used to compute mean values:
around time) = < parameter > /total sessions

. Characters transmitted
to terminal

Maximum/minimum to date of:

CPU time
. I/0 operations Establishes observed range of values.
. Connect time
. Characters transmitted

NOTE: Items in square brackets ([]) were not available in model system.



UREZ 10 (continued)

BASIC AUDIT HISTORY RECORD

Data Item
Sum of the squares of each:

. CPU time

. I/0 operations

. Connect time

. Characters transmitted

Standard deviation of each:

. CPU time

. I/0 operations

. Connect time

. Characters transmitted

Mean + 2.58 (standard deviation) )

of each:

. CPU time

. I/0 operations

. Connect time

. Characters transmitted

Mean - 2.58 (standard deviation) o

of each:

CPU time
. I/O operations
. Connect time
. Characters transmitted

J

Comments

Used to (re)compute standard
deviation.

Computed from:

| sum sgrs. <X> _ 2
\Total sessions (Mean<x>)

Upper bound of distribution.

Lower bound of distribution.



Inclusion of the actual standard deviation values and the mean plus
or minus 2,58 times the standard deviation of each of the major
parameters was to simplify the computation and to make the program
run a little faster. It is certainly feasible to compute this
data each time it is required; however, with the large number of
records, the computation time becomes excessive, and the value of

storing it in the record itself becomes a little more apparent.

The accounting data available in the model system does not show

the number of read and write operations to each data set that is
referred to in the file data set list. If this data were available,
the totals, the standard deviations, and the sum of squares information
could be augmented by this data to provide a finer gréin of detail in
the audit history record. It would then be possible to make an
exception report for and of those items that exceeded the bounds

around the mean for each file rather than treating them in aggregate

as shown in this particular format.

Other Surveillance Tools

It is understood that the customer's SMF data is kept on-line for one

day and then written out to tape(s) for longer-term storage. In addi-
tion to the standard exception reporting program outlined in this paper,
it muét be possible for the security officer to look at the detail records
associated with a particular user, a particular terminal, a particular
job, or a particular file, in order to produce in detail the time
sequence of operations actually performed during the job or session.

It is not suggested that detailed time sequences of operation be performed
for every user at all times; rather, it has been found necessary in order

to in greater detail what is going on, to be able to examine the individual



accounting records making up a job or a session, particularly for
those job sessions which exhibit parameter values outside of the

statistical bounds established by the surveillance program.

In the case df the SMF records, it is possible for a user‘to spawn
batch jobs from the VM system. It must be possible for all of the
activities of a given user to be traced to the various machines which
may be used in accomplishing his or her work. The experience

with the model system indicates that it is i‘mportant that the
records making up a session or a job or a unit of work be presentéd
contiguously rather than intermixing the records on the basis of

an arbitrary time stamp associated with each record. 1In practice,
this may mean detail entries will be tfacked on the VM system to the
point where a job is batched to the JES3 job dist:ibution system,
then through all the job steps of the batched job, and then back to VM
to show the continuation of the activities on the VM in parallel with

or while the batch job was running one or more of the batch systems.

In general, there is a requirement to be able to track jobs or sessions
based on a variety of kinds of information; for example, terminal
identifiers or specifkc devices referred to and the like. The require-
ment is #o be able to either show all records with the same terminal
identifier or the same device address, or sometimes to use the terminal
identifier device address or other characteristics to identify the job

and then to show all details for that particular job.



For instance, if there is reason to suspect that there is unwarranted
file.aceess activity against a particular file, one may wish to examine
all details of activity against that file regardless of the individual
programs making the references, in which case the fileid would act

as a pointer, into the first SMF record that contained its identifier.
From that,record, the job identifier would be obtained and then the

detail for- the-entire job could be displayed or acquired.

Summagz

The computer base security audit and surveillance system can be

an effective tool in security control and management of ADP résources.
User, data set, and program profiles can provide security personnel

with information regarding exceptional use of the system. While it is

expected that nearly all such exceptional use will be benign, this

approach makes it possible to detect possible misuse of the system.
It gives security personnel important automated tools to help provide
early detection of unauthorized, wmmalicious activity directed against

ADP assets.

In the preceding sections, an outline of a system design and the basis
for providing statistical detection of abnormal use was developed.
The surveiilance and detection system is a filter screening out the
mass of users of any system who are not doing anything untoward.

In general, what constitutes "abnormality" is parametric. It

can be set for any given environment. While the bulk of the report
focused on the identification of abnormal use by individual u#ers,
statistics similar to those described for individual users can be

accumulated for the user population as a whole, and the entire popula-

tion screened for the purpose of identifying potential detailed



With4the use of statistical parameters such as those described above,
the systgm can report abnormalities; that is, usage outside of thé
range of those parameters. This does not mean that a particular
episode involves anything wrong:; it merely means that something is
statistically different from previous accumulated use of the system
for that entity; that is, user, file, program, and so forth. If
abnormal symptoms do not recur, it is likely that nothing much is
happening; howéver,\if tpe symptoms continue to show up, then the
subject involved could be investigated further by more conventional .

means.

In any real-life situation, computer systems often have’thousands of
users and tens of thousands of programs in data files. It is
necessary to reduce the volume of history data implied by these numbers
in varioﬁs ways. PFirst, if there are individuals whose use of the
system is subject to surveillance because of the sensitivity of their
jobs or for any other reason, he or she becomes a subject of interest.
The selection of job (that is, session, tasks, runs, etc.) records can
and should be made on that user's identity to include such individuals.
The system designs sketched in the preceding sections indicate the use

of such selection functions.

‘Note that most of the tests applied to systems use are equally appli-
cable to specific files, and, as the section indicated, one could use
a pre-pass to collect user's identification for those users referring

to a specific named object: file, device, system, and the like.



Rather than attempt to treat all members of a large population with
this system, at all times, a sampling technique can be applied to
select subsets of the total population for examination either over

a particular’pe:iod'of time such as two weeks or for a gross examinae-
tion against gross parameters established for the population as a
whole. Of the two approaches, the detail examination for several

weeks appears a priori to be the preferred method.



6.1

6‘2

6. Development Plans

_Introduction

This section outlines a development plan and gives an estimated
schedule and-level of effort to provide an operationally useful
security surveillance system. No serious attempt has been made to
estimate computer time or storage cost as this will be affected by

the actual system configuration used to implement the design.
The basic system consists of two programs:
. Security Surveillance Subsystem

. Security Trace Subsystem

Surveillance Subsystem Functional Description

The Surveillance Subsystem will consist of three preparation steps
and a series of report formatters. The function of this subsystem
is to provide exception reports of "abnormal" system use by specified

individuals.

The function of the first step of the surveillance subsystem is to
extract from the dump data set all relevant SMF records associated with
a list of users making up the (a) "watch list". The selected SMF records
are collected in a single data set where they are sorted in time-

sequence order by user-id.

The sorted selected records will be processed by the next step to create

one record per job or session. The record will be identified by the



user-id, and the list of data sets or files referred to as a job/session

characteristic.

Detailed measures of time, I/0 activity, and the like, associated with
the job/session (as described in section 3), will be collected in

summary form in the job/session record.

(NOTE: Some of this data was appareﬁtly being collected in customer-~
developed SMF records type 210 in 1978 and 1979. If these records are
still being collected, this step may merely be an adaptation of the

program that produces the type 210 records.)

The job/session records will then be posted in user-id, job/session

characteristic order for the update step to follow.

The update step matches job/session records against history records to:
. determine whether individual job/session

records are within statistical "normality";
. accumulate additional data to refine the statistics;
. look for single "abnormal" events (illegal logons,
single parameter absolute values exceeding arbitrary

thresholds, etc.);

. create "new" history records (existing user, new

job/session characteristic or totally new user);



. drop "old" history records for lack of activity.

The update step will produce an exception file with all major exceptions
reported at least by type (e.g., values exceed absolute limits; values
exceed statistical limit; new records added; old records dropped for

lack of activity; etc.).

The final step(s) are a set of report formatters that select a parti~
cular exception type and edit and format a report for that kind of

exception (see Figures 6, 7, 8, and 9 for examples).

6.3 Tasks
Level of Effort Elapsed Time
Tasks (man-weeks) (weeks)
I. Design J&b/Session Record, i 4 4
History Record, and Exception Records
II. Design Selection Step Program 1l 1
III. Design Job/Session Summary Program 2 2
IV. Design Update Program | 2 ‘ 2
V. - Design Report Programs 1 1
(for 4 reports)

&I. Code and Test Selection Step 2 ‘2
VII. Code and Test Summary Step 4 4
VIII. Code and Test Update Step 8 8
IX. Code and Test Exception Reports ‘ 2 2

(approximately 4)

TOTALS 26 26
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6.4

Trace Subsystem Functional Description

The function of the trace subsystem is to produce from the SMF records

a detailed, time-sequenced log of activity by (or on) a selected entity.
The Security- Trace Subsystem will accept parameters specifying the
type of entity and the time scope of the trace. The trace report

will be fixed for a given type of entity.

Parameters to the trace should include:

. Type of entity (job-id, user-id, data set, device-id,
etc.);
. Time parameters:
start date (if omitted - today)
[end date] (if omitted - today)
start time (if omitted - 00:00:00)
[end time] (if omitted - 23:59:59)

As long as the times specified are increasing (and not overlapping),
it.should be feasible to trace multiple time ranges in a single pass

of the "raw" SMF data.

Some time parameters might look like:
3/18/80
3/18/80 1600
3/18/80 - 3/20/80 1600

3/18/80 1600 - 1830, 3/20/80 14:30 ...



The trace records will have a standard part, then specific information

that is appropriate to the record.

A sample trace might look like:

TRACE FOR USER JONES.J

- < DATE (OR DATE RANGE) >
TIME
(HH:MM:SS.hh) REC. TYPE
15:23:01.00 JOB INIT < JOB NAME >
15:23:02.18 RACF PROC JOB INIT < job name>
15:23:07.46 RACF PROC ACCESS <data set name> < type of access
OLDF .DATA READ
15:23:17.49 ...
15:26:01.89 STEP TERM < JOB NAME ><step name>...
15:26:11.35 JOB TERM < JOB NAME > <completion code>..'.
65,5 Tasks
Level of Effort Elapsed Time
Tasks (man-weeks) (weeks)
I. Design content of: 6 6
. user-id trace
« Jjob=-id trace
. device-id trace
II. Design Trace Program 3 3
III. 3 3

Code and Test Trace Program

TOTALS 12 12

~
rd
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6.6

Integration of Subsystems

The scope of this task depends on the system environment in which the
security officer subsystems will be placed. If the programs are placed
on the VM system, then one or more JCL sets (procedures) can be used

to permit the programs to work with current SMF data (SYS1.MANX, SYS1.MANY
data sets) or the dump data sets (SMF.DAILY.DATA) or the weekly data

sets (SMF.WEEKLY.DATA). Allocation of the correct data sets can be done
from the date parameters to the trace programs. There is no particular

allocation required for the surveillance subsystem.

If the security officer surveillance subsystem(s) is placed on a stand-
alone minisystem (for example), there is some action needed to either
copy the entire dump data set to the minisystem (not recommended due

to ité size) or run the job/session select program on VM to produce

a data set that will be brought over to the mini for processing.

Since access to current ané recent SMF.DAILY.DATA and SMF.WEEKLY.DATA
sets is needed for the trace function, and since at least the surveillance
subsystem selection step must access the current SMF.DAILY.DATA, it

appears that the security subsystem(s) should be placed in/on VM.

Level of Effort Elapsed Time

Tasks {(man-weeks) {(weeks)
I. Define Integration Requirements 2 2
II. Code and Test Procs for Integration 2 2

TOTALS 4 4
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